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A Study on Extracting Valid Speech Sounds
by the Discrete Wavelet Transform

Jin Ok Kim'- Dae Joon Hwang''- Han Wook Baek''". Chin Hyun Chung!'''

ABSTRACT

The classification of the speech—sound block comes from the multi-resolution analysis property of the discrete wavelet transform, which is
used to reduce the computational time for the pre-processing of speech recognition. The merging algorithm is proposed to extract valid
speech-sounds in terms of position and frequency range. It performs unvoiced/voiced classification and denocising. Since the merging algorithm
can decide the processing parameters relating to voices only and is independent of system noises, it is useful for extracting valid speech-sounds.
The merging algorithm has an adaptive feature for arbitrary system noises and an excellent denoising signal-to-noise ratio and a useful system

tuning for the system implementation.
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1. Introduction

The merging algorithm{l] extracts valid speech data,
specially focused on the extraction of unvoiced speech-
sound blocks with the consideration of its position and
frequency range. This information is supplied by the multi
-resolution analysis[2, 3). Since the position of unvoiced
phonemes[4] found in speech can be used to reconstruct
it, the discrete wavelet transform plays an important role.
In the extraction of a valid speech-sound block, a lot of
works are devoted to search the frequency range included
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in the voiced/unvoiced speech and each of its positions. But
the simultaneous analysis of the frequency and time can
hardly be obtained with the Fourier transform. Thus, the
discrete wavelet transform is used for its simultaneous
analysis and for a decrease in its computational amount
[5-71. To extract data on the desired frequency range of
the original signal by the discrete wavelet transform is to
take the denoising effect and the compressional effect on
the speech signal resource. The merging algorithm is pro-
posed to discriminate between valid phonemes and silence
ranges(8, 91.

2. Discrete Wavelet Transform

The wavelet transform has the advantages of a fast
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computation and its localization. It extracts the frequency
contents of the signal similar to the Fourier transfofm bht
it relates the frequency domain with the time domain. The
two-dimensional parameters are achieved from a function
called the generating wavelet or mother wavelet{10], ¢ (¢),
by

G a(2) = 272 4(27 t— k),
0,4(8) = 202t~ B),

where [1(j, k €01) is the set of all integers and the factor
2’/ maintains a constant norm. The parameters of the time
or space location by k and the frequency or scale (actually
the logarithm of scale) by j turn out to be extraordinarily
effective[11]. The goal is to generate a set of expansion
functions so that any signal L*(R) can be represented by

the series
F(1) = 22,29 @t~ k)

where the two-dimensional set of coefficients a;« is called
the discrete wavelet transform of f(¢). If ¢ ;x(¢) and ¢«
(t) are orthogonal, the j level scaling coefficients are found
by taking the inner product

c(k) = <f(1),04(1)> = [ (27227t —m) dt

The analysis tree, in terms of the scaling coefficients, cal-
culates the discrete wavelet. transform down to a lower

resolution. If f(¢)=V;, it can be expressed as

7-1
£(8) =;c,a(k>¢k,k(t) +§I_§o d;(k) ¢;.4(8).

The coefficients of the expansion functions give us more
useful information about the signal by the expansion[12].
Since the most of the coefficients are zero or very small,
the sparse representation is very -useful in applications for
statistical estimation and detection, data compression, non-
linear noise reduction, and fast algorithm.

3. Extraction of Valid Speech-Sounds

A band in which the vowels or voiced sounds are dom-
inant in the speech signal is selected for analysis. The
statistical results of many vowels of adult males and fe-
males indicate that the first formant frequency does not

exist below approximately 100 Hz(13, 14]. However, the un-
voiced sound is spread over all frequencies as noise. Thus,
when searching for valid unvoiced speech sounds, one can
make the following assumptions{15-17] ;

¢ The energy of noise is less than the valid voiced sound.

¢ The valid unvoiced sound wraps the voiced sound.

® The valid unvoiced sound spreads over the band that
is less than about 3kHz,

In general, a speech sound obtained by a microphone
includes less noise than a valid unvoiced speech sound. The
merging algorithm is proposed to focus on denoising and
the extraction of the unvoiced speech-sound block. <Table
1> relates the wavelet coefficients with the according fre-
quency band. In order to extract speech coefficients in band
-limited frequency, the input speech data is analyzed by
the discrete wavelet transform.

{Table 1> Number of coefficients for each resolution

Frequency rangeé in Hz Number of coefficients
2,756~5,512 512
1.378~2,756 256

689~1,378 128
344~689 64
172~344 32

86~172 16
43~86 8
21~43 4
10~21 2
0~10 1

The silence-discrimination method that uses energy and
zero-crossing is useful in the case of an extremely high
signal-to-noise ratio.. However, such ideal conditions are
not practical for most application environments in which
a neighboring device occasionally generates high frequency
noises. The merging algorithm is used in the extraction
process with:a position array of each phoneme and a higher
frequency of unvoiced speech than of voiced speech. Sev-
eral processes are dedicated to the extraction of the valid
block in order to merge each phoneme block. These are
processed in terms of the phoneme-block to increase the
discrimination property,

(Figure 1) shows a blockdiagram of the merging al-



gorithm ; Our interests are concentrated in coefficient’s
data spread over in a multi-resolution analysis domain with
the discrete wavelet transform, the data in the ‘assumed
frequency range and the data extracted by thresholding a
limited value. The valid speech data spread over the as-
sumed frequency range is weighted by the discrete wavelet
transform to classify the valid speech-sound block. While
Daubechies—-4 wavelets is used widely, Daubechies-6 wave-
let is applied because of the pre-implemental results. It is
a bi-orthogonal wavelet basis function, which can avoid
interferences of the neighbor-band wavelet packets in

reconstruction.
Sa Daubechies Windowing _ )
> 6 *| " AMDF » Thresholding
‘Extraction Valid Block Merging
h Mask Algorithm

(Figure 1) Processing diagram

For the extraction of the valid speech-sound block, the
windowing AMDF (average magnitude difference func-
tion) is used as a filter to diminish the ripples and contours
in the signals. To implement the filter, its equation is
defined as

)
7(n)zﬁmgoix(n +m) —x(n+m+1)|

where £ is a normalizing coefficient and p is the block
size. The windowing AMDF is applied to‘generate the basic
resources of the merging process. It can filter the trans-
formed data when considering a valid speech-sound block
and preparing the thresholding process.

The input speech data is purified for the discrimination

Denoising Result 1 “Six” + System Noises

Denoising Result : “Six™ + System Noises + 6kHz Sin Wave
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of valid and unvalid speech-sound blocks with the multi-
resoluﬁogianalySiS and several processing facts are merged
to-extract the valid speech-sound block by the rules pro-
posed in this paper. To merge the valid phoneme block, the
following rules are needed because of the experimental
results : A stand-alone block which consists of less than
300 samples is not valid and a block that is between the
valid blocks and consists of less than 300 samples can be
included in the valid blocks.

The signal is merged with the information and the pre-
defined rules. In general, a person produces speech at an
average rate of about 10 phonemes per second. Therefore,
for classification, at least 1000 samples are needed in a
sampling frequency of 11,025Hz. But for the detail classi-
fication, the minimum size of a valid block frame is sug-
gested at 300~500 samples. To determine the valid block,
we must consider simultanecusly the energy and position of
each frame. Since the valid block is extracted by the merging
rules described, its valid speech-sound block can be classified.

4, Experiment and Result

The merging algorithm is implemented to get the sample
data through a microphone within the sampling rate of
11,025Hz.

Describing: the discrete wavelet transform’s extraction
performance of the desired frequency range, (Figure 2)
shows the denoising effect of the discrete wavelet trans-
form.

(Figure 3) shows that the merging algorithm has an
adaptive feature for arbitrary system noises. The original
signal includes the high frequency system noises, whereas
in the result signal, the merging algorithm shows an im-
proved extraction performance, especially when denoising
the higher frequency noise.
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(Figure 2) Denoising
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(Figure 3) Extraction processes
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The Classification Result Of ZeroCrossing & Energy

The Classification Result Of Praposed: Algorithm

(Figure 4) Classification signal with spot-noise.

{Table 2> Property comparison (Figure 4) shows the classified and compressed signals
e Merging | Zero-crossing & in speech signals with spot-noises.
Specifications algorithm | energy consideration N . .
- - - : <Table 2> shows a comparison of the merging algo-
Speech sound starting with a 91% 91%
voiced rithm with the “Zero~Crossing & Energy Consideration.”
lsmpsz,?&dsound starting with an 89% 81% The merging algorithm is independent of system noises and

Speech sound with spot-noise 90% 30% it -has an adaptive feature for spot noises.




5. Conclusion

Since the merging algorithm is based cm the multi-
resolution analysis with the discrete wavelet transform, its
computation seems to be more complex, but, with the fact
that the basic computation of the discrete wavelet trans-
form is processed by convelution, it is processed more
quickly by the pipeline processing of convolution. Since the
other methods must decide the processing parameters with
view-points of the consideration of system noises and
voices, they hardly tune themselves.

However, the merging algorithm is more useful to extract
valid speech-sound since it can decide the processing pa-
rameters only at the standpoint of voices and is independent
of system noises. The merging algorithm has the adaptive
feature for arbitrary system noises and the excellent de-
noising signal-to-noise ratio.
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