# Hybrid 내장형 시스템의 설계공간탐색을 위한 시간분석 시물레이터의 설계 및 구현 

안 성 용 $\dagger$.심 재 홍 ${ }^{+\dagger}$. 이 정 아 $^{+\dagger+}$

## 요 약


#### Abstract

최근의 내장형 시스템은 유연성을 유지하고 시간 졔약사항을 만족하기 위해서 일반적인 프로세서와 FPGA와 같은 재구성 가능한 부품을 결 합하는 Hybrid 시스톔을 사용하는 추세이다. 이러한 내장형 시스뱀은 구축하는 설계 시간을 단축하여 쫆은 시간 안예 시장애 진입하는 것이 아 주 중요하다. 새로이 주목받고 있는 연구분야인 설계공간탑색은 실제 시스탬을 제작하지 않고도 시스탭 수준에서 어풀리케이션의 성능을 분석 하여 쳐소의 비용으로 시스템에서 요구하는 제ㅇㅑㅑ사항욜 만족하는 구조를 예축하는 것을 가능하게 한다. 본 논문에서는 Hybrid 내장형 시스템의 설계공간탑색을 위한 시간분석 시률레이터를 설계하고 구현하였다. 시스템 설계변수률 변화하면서 징량적인 성능 데이타를 이용하여 설계공간 탐색을 가능하게 하는 Y-Chart 방법을 Hybrid 시스템의 경우예 적용하여 시률레이터를 확장 구현하였으며, 기존의 소프트웨어 시간 분석 도구 및 하드웨어 시간분석도구를 활용한다. 본 논문에서 제시하는 시간분석 시뮬례이터는 Hybrid 내장형 시스템의 설계 비용과 시간을 현저하게 줄 이면서, 최적의 하드예어 구성을 찾는 설계공잔탐색의 핵심 모듈로 활용될 것으로 기대된다.
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#### Abstract

Modern embedded system employs a hybrid architecture which contains a general micro processor and reconfigurable devices such as FPGAs to retain flexibility and to meet timing constraints. It is a hard and important problem for embedded system designers to explore and find a right system configuration, which is known as design space exploration (DSE). With DSE, it is possible to predict a final system configuration during the design phase before physical implementation. In this paper, we implement a timing analysis simulator for a DSE on a hybrid embedded system. The simulator, integrating exiting timing analysis tools for hardware and software, is designed by extending Y-chart approach, which allows quantitative performance analysis by varying design parameters. This timing analysis simulator is expected to reduce design time and costs and be used as a core module of a DSE for a hybrid embedded system.
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## 1. 서 론

전통적으로 특정 옹용 시스템을 구현하는데 크게 두 가 지 방법이 사용되고 있다. 첫 번째는 하드웨어에서 특정연 산을 수행하기 위해서 ASIC(Application Specific Integrated Circuit)과 같은 hardwired 기술을 이용하는 것이다. ASIC 은 주어진 특정 연산을 수행할 수 있도록 특별하게 제작되 기 때문에 설계하고자 하는 기능에 맞는 수행을 할 경우에 아주 빠르고 효율적이다. 하지만 ASIC 은 일단 제작이 끝난

[^0]후애는 변경될 수 없는 단점을 가지고 있다. 이러한 특징은 칩 제작 후에 회로의 어떤 부분이 변경되어야 할 경우 칩 을 다시 설계하고 다시 제작하여야 하는 문제를 야기한다. 두 번재는 소프트웨어적으로 프로그램되는 마이크로 프로 세서를 이용하는 것으로 하드웨어적인 설계방법보다 춸씬 더 유연한 구조를 제공해준다. 일반적인 마이크로 프로세서 들은 특정 어플리케이션을 수헹하기 위해서 여러 명령어들 을 수행시킨다. 이렿게 소프트웨어 명령어들을 바꾸어가며 수행할 수 있기 때문에 시스템에서는 여러 기능(functions) 들올 하드웨어의 변경 없이 수행시킬 수 있게 된다. 하지만 이러한 소프트웨어적인 구조는 유연한 구조를 가지는 반면 에 성능 면에서는 그리 뮈어나지 못하다. 마이크로 프로세 서들은 하나의 명령어를 수행시키기 위해서 명령어를 매모

리로부터 읽고, 해독하고, 오퍼랜드률 읽어온 다음에 수행 을 하기 때문에 칩 제작 전에 어떤 기능을 수행할 것인가가 이미 정해져 있는 ASIC 보다 훨썬 느리게 된다.

재구성 가능한 컴퓨팅은 이러한 하드웨어와 소프트웨어의 장단점을 적절히 결합하여 소프트웨어로 처리하는 경우보다 는 빠른 성능을 보이면서 전통적인 하드웨어적인 설계보다 한층 더 유연한 구조를 가능하게 한다. FPGA(Field Programmable Gate Array)와 같은 재구성 가능한 장치들은 프로 그램 가능한 구성 비트들(Configuration bits)들에 의해서 어떤 기능올 수행하게 될 것인가가 결정되는 계산 요소들 (Computational elements)들의 배열(Array)로 구성되어 있 다. 이러한 계산 요소들은 역시 프로그램 가능한 라우팅 자 원들을 이용하여 연결되어 있기 때문에, 구현하고자하는 톡 정 디지털 회로는 이러한 계산요소들과 라우팅 자원들을 이용하여 하드웨어에 재구성되어 구헌될 수 있다[5,6]. 재 구성 가능한 컴퓨팅은 특히 계산량이 많은 암호화 알고리 즘, 이미지 처리, 패턴 매칭, 데이터 압축과 같은 어플리케 이션들에 적용하여 $10 \sim 100$ 배 가량의 성능향상울 보여주는 많은 연구 결과들이 제시되고 있다[4].
소프트웨어의 성능 항상을 위해서 헌재의 내장형 시스템 은 일반적으로 FPGA와 같은 재구성 가능한 장치와 일반적 인 마이크로 프로세서를 결합하여 설계되는데, 이러한 시스 템을 Hybrid 시스템이라고 한다. Hybrid 시스템에서 프로 세서는 재구성 가능한 장치를 사용했을 때 효율적이지 못 한 데이터 종속적인(Data-dependent) 제어나 매모리 접근 과 같은 기능을 수행하게 되고, 많은 양의 계산이 필요한 기능은 재구성 가능한 장치가 처리하개 된다.
Hybrid 시스템을 사용함으로써 설계의 유연성이 중대되 는 효과를 얻을 수 있지만, 설계상의 구현조건과 제약조건 을 만족하는 구조를 찾아야 하는 문제가 여전히 어려운 문 제로 남아있다. 이러한 문제를 해결하기 위하여 시스템 설 계의 초기 다녜에서 주어진 구현조건 및 제약조건을 만족 하는 다양한 구조를 살펴보고, 이에 따른 최종결과물의 성 능을 신뢰성 있는 정확도를 가지고 비교, 평가, 예측할 수 있는 시스템 개발 환경의 필요성이 대두되었다. Hybrid 시 스템 설계환경에서 중요한 요소들은 하드웨어 소프트웨어 통합 시뮬레이션 관련 기술과 시스톔 개발 제약 조건을 만 족시키는 최적의 설계 변수를 찾을 수 있는 설계 공간 탐 색(Design Space Exploration) 기술이다. 특히 설계 공간 탐색을 위해 성능 분석을 위한 통합 시뮬레이션과정은 필 수적이다. 설계공간 탐색은 적용 가능한 설계변수에 따라 다양한 형태의 시뮬레이션을 반복적으로 수행할 수 있어야 하고, 여러 소프트웨어들올 다양한 하드웨어 플랫폼에 적용 가능하도록 시뮬레이터 자체도 목표시스템에 무관한 재사 용 가능한(Retargetable) 구조이어야 한다. 추가적으로 특정 어플리케이션이 동작 중에 발생할 수 있는 자원 할당 및

충돌문제를 고려할 수 있어야 한다.
내장형 소프트웨어의 경우에는 이의 성능을 예측하기 위 해 많은 연구들이 진행되고 있다. 이러한 연구들 중에서 명 령어 수준에서 성능울 분석하는 경우는 매우 정확한 성능 예측을 가능하게 하여 마이크로 프로세서만을 이용하여 설 계하는 경우에 특정 어플리케이션의 성능의 예측이 가능하 다 $[7,9]$. 다중 처리가 가능한 내장형 시스템의 성능 분석을 위한 연구는 여러 개의 작업들이 각각 다른 프로세서에서 분산 처리되는 경우에 대하여도 성능분석을 가능하게 한다 [8]. 그러나, 이와 같은 내장형 소프트웨어 성능분석에 관한 기존의 연구들은 실제 어퓰리케이션 실행 중에 성능에 큰 영향을 미칠 수 있는 컴퓨팅 자원 스케줄링 문제와, Hybrid 시스템 설계 시 선택적으로 적용 가능한 설계변수가 변화 에 따른 시뮬레이션이 불가능하기 때문에 Hybrid 시스템의 설계공간 탑색올 위한 기본구조로 적합하지 못하다.

본 논문에서는 Hybrid 시스템에서 동작하는 내장형 소프 트웨어의 수행 시간을 분석하는 셰로운 구조를 제시한다. 수 행 시간을 분석하기 위한 구조는 소프트웨어 수행 시간 분 석과 하드웨어 수행시간 분석올 위한 도구를 목표시스템에 무관한 재사용 가능한(Retargetable) 시뮬레이터에 결합하는 구조를 가지고 있다. 제안된 구조는 소프트웨어 수행시간 분 석을 위해서는 Princeton University에서 개발된 실시간 내 장형 소프트웨어 분석도구인 "Cinderella"를 사용하고, 하드 웨어 수행시간 분석을 위해서는 Xilinix사의 Foundation 시 리즈[11]와 같은 벤더에서 제공하는 도구를 활용한다. 그리 고, TU. Delft대학에서 단일형 하드웨어들만으로 구성된 시 스템의 설계 공간 탐색을 위하여 개발한, 시스템의 성능의 정량적인 분석을 활용하는 Y-Chart 개념을 Hybrid System 의 경우에 적용 확장하여 재구성 가능한 시뮬레이터를 구 현하였다. 제안된 구조는 컴퓨팅 자원 스케줄링문제를 고려 하기 위해서 Trace-driven 시뮬레이션 방법을 사용하고 각 각의 하위 작업들에'대한 사상의 경우(Partitioning case)와 선택적으로 적용 가능한 설계변수들을 고려한 시뮬레이션 이 가능하도록 구현되었다.

본 논문의 구성은 다음과 같다. 서론에 이어 2 장에서는 소프트웨어 수행시간 분석 도구인 "Cinderella"와 Y-Chart 성능분석 방법에 대하여 간략히 설명한다. 3 장에서는 구현 된 목표시스템에 무관한 재사용 가능한(Retagetable) 시뮬레 이터에 대하여 설명하고, 4장에서는 이를 이용한 수행시간 분석 과정올 설명한다. 5 장에서는 실험환경과 실험결과를 제시하고, 6 장에서 결론을 도출한다.

## 2. 수행 시간 분석을 위한 기반 기슬

Hybrid 시스템에서 동작하는 내장형 소프트웨어의 시간 분석을 위해서는 먼저 해당 어플리케이션을 하위 작업으로

분할하여야 한다. 하위 작업들은 마이크로 프로세서에서 처 리되는 경우와 재구성 가능한 장치에서 처리되는 경우에 대하여 수행 시간을 분석하는 퐈정이 낄요하다. 본 논문에 서는 이러한 과정을 위해서 마이크로 프로세서에서 처리되 는 수행시간 분석을 위해서 'Cinderella'를 사용한다. 재구성 가능한 장치에서 처리되는 수행 시간 분석을 위해서는 재 구성 가능한 장치에 맞게 동작하는 상용 하드웨어 수행 시 간 분석 도구를 사용할 수 있다(예, Xilinx Foundation). 이 맇게 각 하위 작업들 별로 산출된 시간 분석 정보를 기초 로 시률레이션 과정을 수행하기 위한 도구는 Y-Chart의 개 본 개념을 응용한 재구성 가능한 시뮬레이터를 이용한다. 본 장에서는 수행시간 분석을 위한 기반 기술인 "Cindere11 a '와 ' Y -Chart'에 대해서 간략히 설명한다.

## 2.1 소프트웨어 성능 분석도구(Cinderella)

'Cinderella'는 LLP(Integer Linear Programming)기반으로 되어있는 내장형 소프트웨어 성능분석도구이다[10]. 이 도 구는 WCET(Worst Case Execution Time)를 구하는 문제 를 해결하기 위해서 두 부분으로 구성되어 있다. 첫 번째는 프로그램 흐름을 분석하는 것이고 두 번째는 마이크로 아 키텍처를 모텔링하는 것이다.
프로그램 흐름 분석은 구조적 제약(Structural Constraints) 과 기능적 제약(Functionality Constraints)이라고 정의되는 두 가지 형태의 선형 제ㅇㅑㅑ(Linear Constraints)을 이용하여 프로그램 흐름을 표현한다(그림 1). (그립 1)에서 각강의 노 드와 지시선에 붙어있는 례이블은 해당되는 노드와 지시선 의 실행/흐름 (Execution/Flow) 빈도 (Count)를 나타낸다.
구조적 제약은 각각의 노드들에 대한 흐름 제양을 기반 으로 구성되어지는 CFG(Control Flow Graph)로부터 자동 적으로 추출되어질 수 있다. 기본 블록(Basic Block)의 수 행 빈도(Execution Count)는 제어가 해당 노드로 진입한 힛수와 같고, 이것은 또한 제어가 그 노드에서 밧어난 횟수 와 같다. (그립 1)에서의 예를 들면, $x_{1}=d_{1}=d_{2}$ 라는 의미 이다. 기능적 제약은 데이터 흐름(Data Flow) 분석을 수행 하거나, 사용자가 직접 제약사항을 정의함으로써 얻어질 수 있다. 기능적 제약은 두 가지 형태 논리적인 흐름(Logical Flow) 정보를 제공해준다. 첫 번째는 프로그램 내에 존재 하는 순환 영역(Loop Bounds)열 결정한다. 예를 들어 (그 림 1)의 소스 코드를 보면, 매번 while 루프에 들어갈 때마 다 루프 내의 코드는 최소 0 번, 최대 10 번 수행되도록 되어 있다. 이러한 정보는 $0 x_{1} \leq x_{3} \leq 10 x_{1}$ 과 같이 표현뒬 수 있 다. 두 번째 형태는 분석결과를 좀더 정확하게 산출할 수 있는 또 다른 패스 정보를 정의한다. 예를 들어, (그림 1)에 서 기본 불록 $B_{4}$ 와 $B_{5}$ 의 상관관계를 관찰해보면, else 문장 은 루프안에서 최대 1 번만 수행되도록 되어있다. 이러한 정 보는 $x_{5} \leq 1 x_{1}$ 과 같이 표현될 수 있다.

(a) Code

(b) Control flow graph
(그림 1) 프로그램 코드의 예와 CFG
임의의 프로그램의 기본 블록 $B_{i}$ 의 수행시간이 상수 $C_{i}$ 라하고, $X_{i}$ 가 해당 기본 블록의 실행 빈도라고 한다면, 이 프로그램의 전체 수행 시간은 $\sum C_{i} X_{i}$ 와 같이 표현될 수 있 다. 위에서 설명한 바와 같이 $X_{i}$ 와 관련된 모든 제약사항 은 정수형 선형 공식들(Integer Linear Formulas)로 표현되 기 때문에, 위에서 추출된 제약들을 기반으로 ILP 기술을 이용하여 전체 수행시간을 계산하는 함수(Cost Function)를 최대화함으로써 WCET 문제를 풀 수 있다.
최근의 마이크로 컴퓨터의 구조에서 명령어의 수행시간 은 피 연산자 값(Operand Value)과 시스템의 상태(Machine State )와 같은 요소들에 영향올 많이 받는다. 마이크로 아 키텍처 모탤링은 프로그램이 수행 중에 동적으로 발생하는 이와 같은 영향을 고려하기 위해서 사용된다. 예를 들어, 알려져 있는 명렴어들을 순차적으로 처리할 때 파이프라인 구조를 사용할 수 있는데, 이러한 구조는 기본블록의 실행 시간에 영향을 미친다. 추가젹으로 캐쉬매모리의 상태도 마 찬가지로 중요한 부분이라고 할 수 있다. 'Cinderella'에서는 파이프라인구조와 캐쉬메모리의 상태 모텔림을 마이크로 아키텍처 모탤링에 추가하여 수행시간 분석의 정확도를 높 였다.

### 2.2 Y-Chart 방법

단일형 하드웨어 구조를 전제로 응용프로그램들을 하드 웨어 구조에 맵푱하여 예상 성능 수치를 측정하고 분석하 는 쳬계적인 방법론으로 개발된 것이 Y-chart 설계방법이 다(그림 1). 이 설계방법의 효용성은 Y-Chart 설계환경의 제안자인 Delft 대학의 Bart Kienhuis와 Ed Deprettere교수 연구팀의 TV 응용의 비디오 프로세싱에 관련된 시스템 수 준의 시뮬래이션에 관련돤 결과에서 잘 나타나 있다[3].

(그림 2) Y-chart방법
(그림 2)에서 보여진 봐와 같이 Y-Chart 방법에서는 다양 한 어플리케이션이 특정 아키텍처에서 수행될 경우의 성능 을 분석할 수 있는 구조로 되어있다. 또한 아키텍처 인스턴 스에 적용 가능한 설계변수를 변화시켜가며 각각의 성능을 비교 분석할 수 있는 구조로 되어있다.

## 3. 재구성 가능한 시믈레이터의 구헌

본 논문에서 구현된 시뮬레이터는 Hybrid 시스템의 설계과 정에서 실제 프로토타입을 구축하지 않고 구현될 시스템의 성 능을 예측할 수 있도록, 기존의 Y-chart 설계환경을 보완하여 개발하였다. 구현된 재구성 가능한 시뮬레이터는 주어진 어플 리케이션을 시뮬레이션하는 부분과 하드웨어를 시뮬레이션하 는 부분 그리고 어플리케이션과 하드웨어를 사상(Mapping)시 켜주는 사상제어기로 구성되어있다. 어플리케이션과 하드웨 어간의 의미론적인 차이를 최대한 줄이기 위하여 어플리케이 션의 입력은 디지털 신호처리의 모델링 방법으로 널리 사용 되는 Kahn 프로세스 네트워크로 전제하였다. 또한 재구성 가눙한 하드웨어인 FPGA 또한 데이터 흐름(data-flow)을 활용한 스트림 기반 하드웨어로 구성되는 것을 전제함으로써 어플리케이션과 하드웨어의 사상을 용이하게 하였다. 전체적 으로, 구현된 시률레이터는 어플리케이션 시뮬레이터가 발생 시키는 트레이스를 사상제어기가 해당되는 CPU 또는 스트 립 기반의 하드웨어자원에 할당하는 Trace-Driven 시뮬레이 션 방법을 사용하여 구현되었다.

(그림 3) 어플리케이션 모델(Kahn Process Network)
(그림 3)온 웅용 시뮬레이터를 구현하기 위한 어푤리케이 션 모델의 예률 보여준다. 어플리케이션 모델은 기본적으로 blocking-read, non-blocking-write의 특성을 가지는 프로 세스들로 구성되는 Kahn 프로세스 네트워크를 기반으로 설 계되었다. 각각의 프로세스는 입력포트와 출력포트를 가지 며 입력포트률 통하여 패킷을 소모하고 출력포트를 퉁하여 패킷을 생산한다.

각각의 프로세스는 실행조건을 가지며 이 실행조건에 만 족할 경우에만 프로세스가 활성화된다. 프로세스들간의 통신 은 각각의 프로세스들을 연결하고 있는 채널을 퉁하여 이루 어진다. 프로세스의 실행 조건(F)은 아래와 같이 가능한 실 행조건들 $(\mathrm{R})$ 의 집합으로 정의된다. 가능한 실행조건은 다음 과 같이 해당 프로세스의 입력포트들에서 요구하는 패킷 개 수들의 집합으로 이루어진다. 아래의 경우는 가능한 실행조 건들이 세 가지이고 입력포트가 두 개인 경우의 예이다.
$F=\{R 1, R 2, R 3\}, \quad R 1=\{2,3\}, \quad R 2=\{1,2\}, \quad R 3=\{2,0\}$
위의 예에서는 프로세스가 활성화되기 위해서 세 가지 조건들 $(\mathrm{R} 1, \mathrm{R} 2, \mathrm{R} 3)$ 중의 하나만 만족하면 되고, 각각의 조 건들은 해당되는 입력포트에 조건집합에 명시된 것보다 같 거나 많은 수의 패킷이 존재해야만 된다. 하나의 프로세스 가 활성화되면 일단 트레이스를 발생시켜 사상제어기에 보 내고 실행이 완료되면 출력포트률 통하여 정해진 수만큼 패킷올 생산한다. 웅용 시뮬례이터는 그 시작과 끝에 특녈 한 기능울 하는 SOURCE 프로세스에 SINK 프로세스를 가 진다. SOURCE 프로세스는 단위 시간마다 패킷을 생산하 기만 하고 소모하지는 않으며 SINK 프로세스는 처리가 끝 난 패킷을 소멸시키고 패킷을 생산하지 않는다.
(그림 4)는 하드웨어 시률레이터를 위한 하드웨어 모뗄의 예를 보여준다.

(그림 4) 하드웨어 모델

하드웨어 모델은 사상 제어기에서 할당된 패킷들을 실제 로 실행하는 과정을 시뮬레이션 한다. 실제로 시뮬레이션 상에서는 수행시간만을 고려한다. (그림 4)에서 코어 부분 은 특정기능을 수행하는 CPU나 FPGA를 의미하고 CPU 는 한순간에 하나의 기능만을 수행하는 반면 FPGA는 한순간 에 여러 개의 기능의 수행이 가능하도록 여러 개의 기눙 요 소(Functional Element)를 가질 수 있다. 하드웨어 시뮬레 이터는 통신상의 부하(Communication Overhead)를 고려하 기 위해 버스구조를 갖는다. 하드웨어 구성요소들 간에는 버스 또는 독립적인 인터페이스를 통하여 통신하게 된다. 만약 현재 처리되고 있는 패킷이 이전에 다른 처리기에서 처리되었었다면 바로 해당되는 처리기를 점유하기 않고 버 스구조로 들어가 버스가 요구되는 시간만큼 대기한 후에 처리되도록 구현되었다. 예를 들어 하나의 패킷이 CPU에서 처리되었었고 이 패킷이 다음 번에 하드웨어자원 중 FPGA 를 요구하게 된다면 FPGA 에 할당되지 않고 일단 버스에 할당되고 버스 요구 시간만큼 대기한 다음 FPGA 로 할당이 이루어지게 된다. 버스구조는 시스템 설정변수에 따라 여러 개의 버스를 가질 수 있고 만약 모든 버스가 사용 중일 때 새로운 버스할당 요구가 있으면 요구하는 패킷은 버스구조 내의 버퍼에 저장되게 되고 사용 가능한 버스가 있을 때까 지 대기한다.
(그림 5)에서는 웅용 시뮬레이터와 구조시뮬레이터의 구조 를 보여줌으로써 구현된 시뮬레이터의 전체적인 구조를 보여 준다. (그림 5)의 예는 두 개의 FPGA와 하나의 CPU를 가지 는 시스템을 예를 들어 보여준다. 웅용 시뮬레이터의 각각의 프로세스는 자신의 프로세스 식별자(PE_ID)와 자신과 연결 된 다음 프로세스 식별자들의 리스트(Next_PE_list)를 가지 고 웅용시뮬레이터의 흐름을 제어하고 요구되는 기능요소 (FEQ_list)에 명시된 자원을 요구한다. 하드웨어 시뮬래이터 는 하드웨어 자원마다 하드웨어 자원 식별자(AE_ID)를 가지 고 있으며 하드웨어 자원은 자신이 사용할 수 있는 최대 크 기(eg. FPGA cell의 개수)를 명시하며 기능요소들(Functional Elements)를 가진다. 각각의 기능요소들은 자신의 식별자 (FE_ID)를 가지는데 이는 웅용 시뮬레이터의 각각의 프로세 스들의 FEQ list에 있는 기능요소와 부합된다. 또한 각각의 기능요소들은 자신이 점유하는 크기(Resource Request)와 실 행시간(Execution Time)을 명시한다. 웅용 시률레이터는 데이터 단위의 흐름을 시뮬레이션하며 주어진 웅용 프로그 램 모델의 하위 작업들 간에 데이터 단위가 이동하도록 한 다. 웅용 시뮬레이터 내에서 하위 작업들은 프로세스(process)로 표현되며 이들은 전달된 데이터 단위에 대해 자신 이 수행하는 기능 요구를 더하여 웅용 시뮬레이터를 통해 프로세서-구성요소 사상 제어기로 데이터 단위를 전달한다. 하드웨어 구조 시뮬레이터에서 처리가 끝나서 프로세서-구 성요소 사상 제어기를 퉁해 웅용 시뮬레이터로 되돌아온 자료 단위는 처리를 요청한 프로세스에게 되돌려 주고 이

률 받은 프로세스는 다음 프로세스에게 이 데이터 단위를 넘겨준다. 웅용 시뮬레이터는 프로세스가 처리할 자료 단위 를 생성해서 처음 프로세스에 넣어주고 마지막 프로세스까 지 거쳐서 나온 데이터 단위를 처리하는데 절린 시간과 시 스템 내에서의 대기 시간 둥에 대한 자료를 모아 각 사상 의 경우에 대한 시뮬레이션이 끝났을 때 성능 수치를 계산 하는 근거로 사용한다.

(그림 5) 재구성 가능한 시뮬레이터의 구조
하드웨어 구조 시뮬레이터는 데이터 단위의 처리를 시뮬 레이션하며 각 테이터 단위에 대하여 처리하는데 얼마의 시간이 걸렸는지를 계산한다. 프로세스에서 처리를 요구한 자료 단위가 사상 제어기롤 통해서 어떤 하드웨어 구성 요 소의 기능을 사용해야 하는지가 정해져서 전달되면 이를 받아서 기능 요소에서 처리하는 시간동안 이 기능 요소는 다른 처리 요청을 받지 않도록 한다. 또한 기능 요소에 배 제가 설정되어 있을 경우애는 해당 하드웨어 구성 요소가 처리하고 있는 처리 요구가 모두 끝난 다음에 하드웨어 구 섬 요소를 점유하도록 한다. 이렇게 하여 여러 하위 작업에 서 동일한 하드웨어 구성 요소로 그리고 동일한 하드웨어 구성 요소의 동일한 기능 요소로 사상된 경우에 발생하는 하드웨어 자원 처리 요구 충돌까지 고려한 시률레이션을 수행하게 된다. 처리가 모두 끝난 뒤에는 얼마의 시간이 걸 렸는지 자료 단위에 기록한 뒤에 처리 요청을 한 하위 작 업에 결과를 돌려준다. 그리고 각 하드웨어 요소가 사용된 총 시간을 기록하여 각 사상의 경우에 대한 시률레이션이 끝났을 때 성능수치를 구하는 근거로 사용한다.

사상 제어기는 시률레이션 수행 전에 하드웨어 요소와

각 하드웨어 요소가 수행할 수 있는 기능 요소에 대한 정 보, 그리고 웅용 프로그랩의 하위 작업들이 요청하게 될 처 리 요구에 대한 정보를 이용하여 어떤 하위 작업을 어떤 하드웨어 요소의 기능 요소에 사상할 수 있는지를 판단한 다. 실제 시뮬레이션 과정에서 연속적으로 데이터 단위들이 발생되고 처리되는 동안 하위 작업들이 같은 자원을 요구 하는 자원의 충돌이 빈번하게 일어나게 되는데 이는 사상 제어기에서 내부에서 작동하는 작업 스케줄러의 제어에 의 해서 해결된다. 작업 스케줄러는 하위작업의 자원요구가 있 올 때 해당되는 자원이 현재 사용중인가를 확인하고 사용 중이면 대기 버퍼에 그대로 남겨두고 요구하는 자원이 사 용 가능한 하위 작업만 해당되는 자원에 할당하게 된다. 이 러한 방법을 기반으로 사상 제어기에서는 실시간 운영체제 (Real-time operating system)에서 적용 가능한 간단한 스 케줄링 알고리즘을 적용하여 하드웨어 자원 할당에 관한 시뮬레이션이 가능하도록 구현되었다.

## 4. 수행 시간분석

(그림 6)은 Hybrid 시스템올 위한 시간 분석올 위한 호 름을 나타낸 것이다. 전체적으로 어플리케이션의 하위 작업 별 성능 분석하는 부분과 확장된 Y-chart를 이용한 성능 분석을 위한 시뮬레이션 부분으로 나누어진다.

Extened-char!

(그림 6) 시간 분석율 위한 흐름도
먼저 톡정 어폴리케이션 하위 작업별로 나누고 각각에 대 해서 수행시간 분석을 수행한다. 2 장에서 설명한 봐와 같이 소프트웨어 수행시간분석올 위해서는 "Cinderella"를 사용하 고, 하드웨어 수행시간 분석을 위해서는 Xilinx Foundation 시리즈와 같은 상용 도구률 활용한다. 이러한 방법으로 분 석된 각각의 분석결과는 데이터 베이스 형태로 저장되게 되고 추후에 시뮬레이션을 위한 값으로 사용되게 된다. 하 드웨어 모델은 사용되는 프로세스와 FPGA 와 같은 재구성 가능한 장치들의 특성과 버스구조의 특성을 고려하여 모델

링된다. Hybrid 시스뎀을 위한 기본적인 구조는 3 장에서 설 명한 바와 같이 목표시스템에 무관한 재사용 가능한(Retargetable) 시뮬레이터에 구현되어 있으며 사용자는 FPGA의 자원의 용적, 구헌될 수 있는 기능요소, 각 기능요소들이 필 요로 하는 자원의 용적만울 입력하면 된다. 이러한 방법으 로 시뮬레이션 환경이 완성되면 하위 작업들이 어떤 하드 웨어 자원에 사상이 되는가를 명시하는 분할 테이블(Partitioning Table)에 따라 시률레이션을 진행한다.

$$
\begin{align*}
& \text { Parallelism }=\frac{\text { Total Execution Time of the Workloads }}{T_{-} \text {end }}  \tag{1}\\
& \text { Utilization }=\frac{\text { Time a Resoure is Used }}{T_{-} \text {end }} \times 100 \%
\end{align*}
$$

성능수치로 사용되는 병렬성(Parallelism), 하드웨어자원들 의 활용도(Utilization)는 식 (1)에 의해서 구해진다. 식 (1)에 서 T_end는 패킷처리 시뮬레이션 종료시간을 의미한다. 병 렬성은 현재의 시스템이 평균적으로 한 순간에 몇 개의 작 업을 처리하고 있는가를 보여주는 성능 수치로 각작의 작업 들이 대기시간올 제외하고 실제로 수행되었던 시간들의 충 합계를 시뮬레이션 종료시간으로 나누어서 구해진다. 활용도 는 특정한 하드웨어 자원이 얼마나 사용되었는가를 보여주 는 성능수치로 각각의 자원들이 사용된 시간을 시뮬레이션 종료시간으로 나누어 구해진다.

## 5. 심 험

4장에서 설명된 수행 시간 분석을 위한 환경올 이용한 시뮬 레이션을 수행하기 위하여 어플리케이션모델로는 H263 Encoder을 참조하여 작성된 모델을 선택하였고, 하나의 마이크 로 프로세서와 하나의 재구성가능한 장치 결합된 가상의 Hybrid 시스템을 하드웨어 모델로 가정하였다. (그림 7)은 실험에 사용된 어플리케이션 모델올 Kahn Process Network 형태로 표현한 것이다.

(그림 7) 실험에 사용된 어풀리케이션 모델의 Kahn Process Network 표현
(그림 8)은 시률레이션에서 가정되는 하드웨어 모델을 보여 준다. (그림 8)에서 보여지는 하트웨어 모델은 CPU, FPGA,

메모리 장치 그리고 이들간의 데이터 및 신호 교환을 위한 인터페이스 장치들로 이루어진다．메모리 장치는 CPU에서 사용되는 Main Memory와 FPGA와 CPU간의 데이터 교환 을 위한 Interface Memory장치들로 이루어진다고 가정한다． CPU 에서 처리된 데이터가 바로 다음에 FPGA 에 의해서 처 리되는 경우에 이 Interface Memory에 저장되어지게 되고 FPGA에서는 이를 통하여 데이터를 읽어 처리하게 된다． 반대의 경우도 똑같은 과정을 거쳐 처리된다고 가정한다．

（그림 8）실험에 적용된 하드웨어 모델
〈표 1〉기능요소둘의 수행시간과 FPGA자원 요구량

| PE＿ID | FE＿ID | 소프트예어 수행시간（ns） | 하드혜어 수행시간（ns） | FPGA <br> 자원요구량（cell） |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 600 | 150 | 2000 |
| 1 | 1 | 1100 | 360 | 2500 |
| 2 | 2 | 5800 | 1250 | 2300 |
| 3 | 3 | 10300 | 2550 | 2200 |
| 4 | 4 | 8000 | 1790 | 2300 |
| 5 | 5 | 7600 | 1670 | 2000 |
| 6 | 6 | 1400 | 450 | 2300 |
| 7 | 7 | 5600 | 1100 | 2200 |
| 8 | 8 | 2440 | 840 | 2300 |
| 9 | 6 | 1400 | 450 | 2300 |
| 10 | 9 | 1500 | 350 | 2000 |

＜표 1＞은（그림 7）에서 표현된 어플리케이션 모델의 각 각의 프로세스（PEID）에 상웅하는 기능요소（FE＿ID）와 기능 요소들의 소프트웨어 수행시간 하드웨어 수행시간 그리고 FPGA에 구현되었을 때 요구되어지는 자원 요구량을 보여 준다．표에서 제시되는 수치는 임의로 선택된 값들이다．
＜표 2＞는（그림 7）의 어퓰리케이션 모델이（그림 8）의 하드웨어모델에서 동작되었을 때 가능한 모든 하드웨어 소 프트웨어 분할 경우에 대한 시뮬레이션을 진행하여 얻어진 결과 중 우수한 성능을 보여주는 경우를 선택하여 보여준 다．아래 표에서 분할 경우에 보여지는 숫자는＜표 1＞에서 보여지는 기능요소들을 나타내고，＂ F ＂는 해당 기능요소가 FPGA로 사상되었음을 의미하고＂C＂는 CPU에서 처리되었 음을 의미한다．시률레이션을 워한 가정은 다음과 같다．
a．처리되는 데이터 단위의 개수 ： 100 개
b．데이터 단위의 발생간격： 5000 ms
c．최대 활용 가능한 FPGA 자원 ： 15000 cel 1
d．하드웨어 소프트웨어 인터페이스를 위한 버스 점유시간 ：50 ms
e．사상제어기에서 하드웨어 매핑을 위한 스케줄링방법： FCFS（First Come First Serve）

## 6．결 론

본 논문에서는 FPGA 와 같은 재구성 가능한 장치와 일반 적인 CPU욜 결합하여 구성되는 Hybrid 내장형 시스탬의 설계공간탐색을 위한 시뮬레이터를 설계하고 구현하였다． 구현된 도구에는 소프트웨어 수행 시간 및 하드웨어 수행 시간 분석을 위한 도구들이 목표 시스템에 무관한 재사용 가능한（Retargetable）시뮬레이터에 통합되어 있다．이러한 （Retargetable）시뮬레이터는 Y－Chart 설계 환경의 기본 개

〈표 2〉 성능분석 결과

| 분할 경우（FE＿ID） |  |  |  |  |  |  |  |  |  | 종료시간 <br> （ns） | CPU 활용도 | FPGA 활용도 | 병렬성 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |  |  |  |
| F | F | C | F | C | F | F | C | C | F | 255200 | 0.969612 | 0.294743 | 3.030094 |
| C | C | F | F | F | F | F | F | C | C | 568100 | 0.892449 | 0.200599 | 2.260077 |
| C | C | F | F | F | F | C | F | F | C | 616910 | 0.875776 | 0.196687 | 2.215056 |
| F | C | F | F | F | F | C | F | C | F | 633120 | 0.970588 | 0.195499 | 2.313906 |
| C | C | F | F | F | F | C | F | C | F | 698805 | 0.921981 | 0.160357 | 2.018589 |
| C | F | F | F | F | F | C | F | C | C | 740005 | 0.903933 | 0.157960 | 1.977662 |
| F | C | F | F | F | F | C | F | C | C | 790635 | 0.947726 | 0.152412 | 1.991880 |
| C | C | F | F | F | F | C | F | C | C | 856915 | 0.878144 | 0.127770 | 1.750897 |
| C | C | F | F | F | F | F | C | F | C | 885390 | 0.939863 | 0.122556 | 1.772541 |
| F | C | C | F | F | F | F | F | C | F | 899860 | 0.989332 | 0.116367 | 1.789401 |
| C | C | C | F | F | F | F | F | F | C | 916800 | 0.951298 | 0.123221 | 1.791378 |
| C | C | F | F | F | F | F | C | C | F | 935180 | 0.921753 | 0.101962 | 1.617806 |
| C | C | C | F | F | F | F | F | C | F | 968665 | 0.971595 | 0.098452 | 1.647484 |
| F | C | C | F | F | F | C | F | F | F | 983735 | 0.996706 | 0.120030 | 1.821024 |

념올 Hybrid System에 적용할 수 있도록 확장하여 구현하 였다. 시뮬레이터는 컴퓨팅 자원 스케줄링문제률 고려하기 위해서 Trace-driven 시뮬레이션 방법올 사용하고 각각의 하위 작업들에 대한 사상의 경우(Partitioning case)와 선택 적으로 적용 가능한 설계변수들을 고려한 시뮬레이션이 가 능하도록 구현되었다. 본 논문에서 구현된 시뮬레이터는 Hybrid 내장형 시스템을 설계하는 과정에서 실제 프로토타 입을 개발하지 않고도 개략적인 성능을 미리 예촉할 수 있 도록 하여 설계 비용과 시간을 현저하게 줄여주고, 최적의 하드웨어 구성울 검색하게 해주는 설계공간탐색의 핵심 모 듈로 활용될 것으로 기대된다.
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