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## 요 약


#### Abstract

내장형 시스탬 소프트예어의 규모가 커지고 복잡해짐에 따라 동적 메모리 사용이 많아지고, 자동화된 동적 메모리 관리를 수행할 수 있는 쓰레기 수집기의 사용이 보편화 되어가고 있다. 그러나, 쓰레기 수집기의 실행 시 오버혜드로 인하여 발생되는 시스템의 성능저하 문제는 파할 수 없게된다. 본 논문에서는 쓰레기 수집기 사용하는 자바기반의 내장형 시스템에서 실행시간에 쓰례기 수집기로 인한 오버헤드률 줄이기 위한 방안으로 프로그래머가 명시적으로 동적 매모리를 자유화할 수 있는 기볍을 소개한다. 제안된 기법온 최상의 경우 쓰레기 수집기가 한 번도 수 행되지 않은 채 어플리케이션의 수행이 가능하므로 기존의 쓰레기 수집기로 인한 오버헤드가 전혀 발생되지 않을 수 있다. 반면, 최악의 경우 어떤 쓰레기 객체가 명시적으로 수거되지 않더라도 그젓은 추후 쓰레기 수집기에 의해 수거될 수 있기 매문에 쓰레기 수집기를 사용하는 경우 와 동일한 오버혜드를 가진다. 제안된 기법은 기존의 모든 쓰례기 수집 앝고리즘에 사용될 수 있지만 성능평가 결과 마크-수거 알고리즘에 잘 적용됨을 보여 주었다.
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#### Abstract

As the size of embedded system software increase bigger and bigger, and it's complexity is grower and grower, the usage of dynamic memory management scheme such as garbage collector also has been increased. Using the garbage collector, however, inherently lead us performance degradation. In order to resolve this kind of performance problem in the Java based embedded system, we introduce an explicit dynamic memory free method to the automated dynamic memory management environment, which can be performed by a programmer. In the worst case, the prosed scheme shows the same performance as the case of that only garbage collector is working, since the unclaimed garbage objects will eventually be collected later by the garbage collector. In the best case, our method is free from any runtime overhead because the applications can be implemented without any intervention of the garbage collector. Although the proposed method can be facilitated with all the existing garbage collection algorithms, it shows an outperform in the case of mark-and-sweep algorithm.
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## 1. 서 톤

동적 메모리 관리는 크게 명시적 동적 메모리 관리 기법 과 자동화된 동적 메모리 관리 기법으로 나눌 수 있다[1,2]. 명시적 메모리 관리 기법은 C 언어에서 malloc/free와 같은 방식의 동적 메모리를 명시적으로 할당받고 자유화하는 형 식과, region이라는 일종의 블록과 같은 영역별로 동적 메 모리를 명시적으로 할당받고 자유화는 형식으로 구분할 수 있다[3-6]. 이 기법에서는 프로그래머가 명시적으로 동적 메모리를 할당받고 해제한다. 따라서 정확한 메모리 사용에

[^0]대한 제어가 가능하다는 장점이 있지만 프로그래머는 소프 트웨어 개발 시 많은 시간올 디버깅을 하는데 소비하는 단 점이 있다. 반면에 자동화된 동적 메모리 관리 기법은 프로 그래머가 필요할 때 언제든지 동적 메모리를 할당받을 수 있으며, 자유화 기능은 자동화된 동적 메모리 관리자가 대 신 수행해주는 방식으로 쓰례기 수집기가 여기에 해당된다. 단순한 내장형 시스템의 경우 정적 메모리의 이용만으로도 소프트웨어의 개발이 가능하지만 내장형 시스템의 운용 프 로그램이나 어플리케이션의 규모가 증가하고 프로그램 실 행 시 메모리 사용의 특성이 바뀜에 따라 동적 메모리의 사용이 불가피하게 되었다.
한편, 내장형 시스템 분야에서도 소프트웨어 생산성을 높 이고, 유지보수 비용을 낮출 수 있으며, 시장진입이 빠른

자바를 많이 사용하고 있다. 무엇보다 자바는 플랫폼의 독립 성이 보장되고, 호환성이 보장되며, 자동화된 동적 매모리 관리자를 이용하므로 소프트웨어 개발 시잔이 단축되기 때 문이다[7,8]. 썬은 내장형 시스템을 위해 CVM, KVM이라는 자바가상머신을 개발하였다. 자바 사양은 객체의 수거가 자 동적으로 이루어질 것을 요구하기 때문에 객체의 수거에 대 한 정의를 내리지 않고 있다. 따라서 CVM이나 KVM에서도 일반 JVM과 마찬가지로 쓰레기 수집기를 이용하고 있다.
그러나 자바를 비롯하여 쓰레기 수집기를 지원하는 모든 시스템의 제약점은 프로그래머가 필요에 의해 명시적으로 동적 메모리를 수거할 수 없으며, 쓰레기 수집기의 사용을 강요당하고 있다는 사실이다. 쓰레기 수집기는 많은 편리함 과 이득을 제공하지만 실행시간시 무시할 수 없는 시스템 오버헤드를 유발한다는 단점을 가지고 있다.

따라서, 본 논문에서는 병시적 동적 메모리 관리의 장점 과 자동화된 동직 메모리 관리의 장점을 모두 수용하여 런 타임 시 프로그래머가 명시적으로 쓰레기객체를 자유화하 여 쓰레기 수집기의 성능 저하를 최소화시킬 수 있는 기법 을 제안한다. 제안된 기법에서는 어떤 객체가 명시적으로 수거되지 않더라도 추후 동적 매모리 관리자에 의해 수거 될 수 있기 때문에 최악의 경우 죽, 명시적으로 어떠한 동 적 메모리를 수거하지 않은 경우 자동화된 동적 메모리 기 법만을 사용한 경우와 동일한 오버혜드를 발생시킨다. 한편 최선의 경우에는 쓰레기 수집기가 한 번도 수행되지 않은 채 어플리케이션의 수행이 가능하므로 기존의 쓰레기 수집 기로 인한 오버혜드가 전혀 발생되지 않을 수 있다는 장점 이 있다.
본 논문의 구성은 다음과 같다. 2장에서는 본 연구와 관 련된 관련 연구에 대해 소개하고, 3 장에서는 제안하는 명시 적인 동적 매모리 관리기법을 소개하며, 4 장에서는 성능평 가를, 5 장에서는 제안한 기법에 대한 토의 내용을 기술하 고, 마지막으로 6 장에서 결론과 향후 연구를 밝힌다.

## 2. 판련 연구

아직 학계나 업계에서 본 논문과 밀접한 관련을 가진 명 시적 동적 메모리 관리 기반의 자동화된 동적 메모리 간리 에 대한 연구가 진행되고 있지 않지만 본 연구와 관련성이 있는 사례로 Boehm의 $\mathrm{C} / \mathrm{C}++$ 을 위한 쓰레기 수집기 라이 브러리와 실시간 자바에 대한 두 가지를 소개한다.
Hans Boehm은 쓰레기 수집 기법이 적용되지 않은 기존 의 $\mathrm{C} / \mathrm{C}++$ 를 위하여 일반 $\mathrm{C} / \mathrm{C}++$ 환경에서도 이용할 수 있 는 쓰레기 수집기 라이브러리를 개발하였다[9,10]. Boehm 의 라이브러리에서 GC_malloc()이나 GC_malloc_atomic() 등의 합수 호출올 퉁해 생성된 동적 메모리는 Mark-andSweep 알고리즘으로 구현된 쓰레기 수집기에 의해 수거될

수 있다. 뿐만 아니라 이러한 동적 메모리는 $G C$ free() 함 수률 퐁하여 명시적으로 수거될 수도 있다[11]. 이 것은 자 동화된 동적 매모리 관리자에 의해 할당된 매모리를 어플 리케이션이 명시적으로 수거할 수 있다는 점에서 본 연구 의 아이디어와 유사하지만 명시적으로 malloc()과 같은 함 수를 호출하여 얻어진 동적 메모리에 대해서는 쓰레기 수 집기가 관리를 할 수 없다는 점이 다르다. 즉, 쓰레기 수짐 기는 자신의 라이브러리률 이용해 생성된 객체만 관리가 가능할 뿐 malloc()과 같은 기존의 함수를 이용하여 얻어진 동적 메모리에 대헤서는 관리가 불가능하다는 것이다. 또한 수거하고자 하는 객체가 다른 객체들을 참조하고 있는 경 우 이와 같이 참조되고 있는 모든 객체들을 함께 수거할 수 있는 기능은 쟤공하고 있지 못하다.
Boehm의 라이브러리를 기존의 어플리케이션에 활용하기 위해서 malloc() 함수는 GC_malloc()으로 대체하고 free() 함수는 아무 작업도 수행하지 않도록 하면 쓰레기 수집기 가 없는 시스팀에서도 쓰레기 수집기의 장점을 제공받을 수 있다는 장점이 있다. 그러나 만약 규모가 큰 기존의 어 플리케이션에 Boehm의 라이브러리를 활용하면서 쓰레기 수집기의 오버혜드를 줄이고자 적시적소에 동적 메모리를 수거하고자 하는 경우에는 free() 함수에 대한 호출을 일률 적으로 빈 작업의 함수로 대체하지는 못하고 필요한 곳에 $G C f r e e()$ 함수로 대체하여야 하는 단점이 있다. 또한 반드 시 시스템 malloc() 함수를 통해 동적 메모리를 할당받아야 만 하고, Boehm의 라이브러리가 관리하는 동적 메모리 영 역 내의 객체에 참조가 malloc()을 퉁해 할당받은 메모리 영역 내에 존재하는 경우에는 이를 발견하지 못하고 쓰레 기로 취급하여 수거한다는 단점 또한 존재한다. 마지막으로 GCfree()를 통해 특정 객체를 수거할 수는 있지만 그 객 체가 참조하고 있는 다른 객체들까지 모두 수거해주는 함 수는 제공하고 있지 않다. 이는 특히 다단계의 참조 관계로 이루어진 객체 참조의 경우에 트리의 정점이 되는 객체를 수거함으로써 그 객채로부터 참조되는 많은 객체들을 한꺼 번에 수거하고자 하는 경우에 유용하게 활용될 수 있으며, 제안하는 기법에서는 이를 지원할 수 있다.
자바 환경에서 프로그래머가 명시적으로 동적 메모리 영 역을 수거할 수 있는 방법을 제공한다는 점에서 제안하는 방안과 유사한 실시간 자바가상머신이 있다. 실시간 자바가 상머신에 대한 표준은 JCP(Java Community Process)에서 RTSJ (Real-Time Specification for Java)라는 제목으로 JSR (Java Specification Requests)-1에서 진행중이며 2001년 첫 번째 정식 버전울 발표하였다[12]. RTSJ에서 실시간 자바 가상머신은 자바 힙 매모리를 제공해야 하며 또한 Scoped-
Memory, HeapMemory, ImmortalMemory, ImmortalPhysi-cal-Memory 등으로 동적 메모리 영역을 특성에 따라 나누 고 이러한 영역에서 메모리를 할당해줄 수 있는 매소드를 가지는 클래스를 제공해야 합을 정의하고 있다. 프로그래머

는 이들 중 어떤 메모리가 필요한 경우 해당 클래스에 대 한 객체를 생성하고 그 메모리 영역에 실제 필요한 객체를 생성하게 된다. 따라서 어떤 메모리 영역에 포함되어 있는 메모리 영역 객체가 쓰례기 수집기에 의해 수거되면 해당 메모리 영역이 반환되므로 자연스럽게 객채들이 제거된다.

그러나 RTSJ는 일반 자바 힙을 포합하여 객체가 생성될 수 있는 모든 메모리 영역에 대하여 객체들올 개별적으로 선태하여 수거할 수 있는 방안에 대한 정의는 내리지 않고 있다. 따라서 TimeSys사에서 개발한 실시간 자바가상머신 의 참조 구현물[13]을 포함하여 향후 둥장하게 될 어떠한 실시간 자바가상머신에서도 자바 언어 자체의 사양이 바뀌 지 않은 한 프로그래머에 의한 명시적인 선택적 객체 수거 는 지원되지 않을 것으로 예상된다.

이외에도 실행 시간에 쓰레기 수집기의 오버혜드률 줄이 기 위한 방안으로 캐쉬를 고려한 쓰레기 수집 기법도 연구 되었으며[14], 실시간 환경에서 쓰레기 수집기의 불명확한 지연 시간 문제를 극복하기 위하여 하드웨어적인 측면에서 쓰레기 수집기를 지원하기 위한 방안에 대한 연구도 진행 되었다[15]. 그러나 이들은 쓰레기 수집기가 지원되는 환경 에서 프로그래머가 명시적으로 할당받은 동적 메모리 또는 객체를 명시적으로 수거할 수 있도록 하는 본 연구와는 차 이가 있다.

## 3. 자동화된 동적 메모리 관리 기반의 명시적 동 적 메모리 관리 기법

이번 장에서는 자바 환경에서 명시적 객체 수거를 위하 여 제안된 본 논문의 아이디어에 대한 소개를 한다. 먼저 모델을 도시하고, 본 기법에 대한 제약사항을 나열하며 객 체 수거 알고리즘을 설명한다. 또한 자바 수행 환경의 단계 별로 객체 수거 과정을 소개한다.

## 3.1 명시적 객체 수거 기법의 모델

자동화된 동적 매모리 관리 기반의 명시적 동적 메모리 관리를 위한 모델은 (그림 1)과 같다. 언어 자체의 사양을 바꾸지 않고 사용자 어플리케이션이 명시적 객체 수거를 할 수 있도록 본 기법에서는 메소드 형태로 어플리케이션과 자 바가상머신간의 인터폐이스를 지원한다. 명시적으로 객체 수 거 요청이 들어오면 실행시간 시스템 내의 명시적 객체 수 거자는 대상 객체가 사용하고 있던 동적 메모리를 해제하고 이를 자유 메모리로 환원한다. 만약 객체가 수거되지 전에 수행해야 될 작업이 있다면 즉, finalize() 메소드를 가지고 있다면 실행시간 시스템의 finalizer가 이 객체를 발견하고 메소드를 호출할 수 있도록 finalizer의 대상에 포함되도록 한다. 따라서 수거 요청된 객체는 쓰래기 수집기의 스캔 및 수거 절차를 거치지 않고도 수거될 수 있기 때문에 수집기 의 실행으로 인한 오버혜드를 감소시킬 수 있다.

(그림 1) 자동화된 객체 관리 기반 명시적 객체 관리 기법 모델

하나의 어플리케이션에서 많은 객체들은 서로 간의 참조 관계를 유지하며 힙 메모리 내에 존재한다. 따라서 어떤 객 체를 수거하고자 하는 경우 그 객체가 다른 객체들과의 참 조 관계가 어떻게 되는지를 조사하고 그에 맞는 수거 정책 올 정해야 한다. 참조 관계에 따라 다음과 같이 살아있는 다른 객체로부터 참조의 존재 여부별 수거 정책과 수거할 객체가 참조하는 객체에 대한 다른 객체로부터의 참조 여 부별 수거 정책의 두 가지 경우에 대해서 살펴본다.

## - 다른 살아있는 겨쳬로부터 참조의 존재 여부별 수거 정쳭

어플리케이션에 의해 수거 요청된 객체는 그 객체가 참 조되는 상태예 따라 (그림 2)와 같이 두 가지 중 하나의 상 태에 있을 수 있다. (a)에서 객체 C 는 객체 A 로부터의 참 조만 존재하며 다른 살아있는 객체들로부터의 참조는 존재 하지 않는 경우이다. 따라서 이 경우 객체 A 가 객체 C 를 수거 요청하는 것은 어플리케이션의 수행에 전혀 영향을 미치지 않기 때문에 문제를 발생시키지 않는다. 객체 A 는 객체 C 가 확실하게 수거되었다는 사실을 알 수 있지만 (b) 의 경우에 객체 B 는 객체 C 가 수거되었다는 사실을 전혀 모르게 된다. 즉, 또 다른 살아있는 객체로부터의 참조가 있는 객체(C)임에도 불구하고 객체 A 는 이를 명시적으로 수거하는 경우이다. 객체 B 로부터 참조가 존재하기 때문에 B 는 C 가 수거된 이후에도 존재하지 않올 객체 C 에 향후 메시지를 보내려는 시도를 할 수 있다. 따라서 명시적 수거 관리자는 또 다른 살아있는 객체로부터 참조가 되는 객체 를 수거하려는 경우에는 수거 요청을 무시해야 할 것이다.

(그림 2) 수거 요청된 객체의 상태

그러나 참조 관계라고 하는 것은 어디까지나 객체간 참 조 관계를 물리적으로 보는 것이다. 즉, 살아있는 격체 A 가 객체 C 에 대한 참조는 가지고 있기는 하나 향후 그 참조를 반드시 이용한다는 보장은 없는 것이다. 따라서 이런 경우 에는 수거 요청올 받아들일 수도 있을 것이다. 그러나 향후 참조를 이용하는가 그렇지 않는가를 정확히 판단하는 것은 현실적으로 불가능하다.
그러나 본 논문에서는 프로그래머가 향후 객체간 참조 관 계를 이미 확실하게 예상울 하고 명시적으로 객체 수거에 대 한 서비스 요청을 하는 것으로 간주하고 이러한 요청을 수락 한다. 그런데 만약 프로그래머가 잘못 판단하여 수거된 객체 에 메시지를 보내는 경우가 발생한다면 더 이상 그 객체가 존재하지 않음을 예외 객체(자바의 경우, java.lang.Null-PointerException)를 통하여 알리도록 하였다. 따라서 프로그래 머는 이러한 예외 정보를 이용하여 잘못된 객체 수거를 올바 른 시점으로 수정하여 디버깅에 도움을 받을 수 있게 된다.

## - 수거할 객쳬가 참조하는 객쳬에 대한 다른 객쳬로부 터의 참조 여부별 수거 정칙

객체 수거시에 (그림 3)과 같이 수거 객체가 참조하고 있 는 객체가 있는 경우와 없는 경우의 두 가지를 고려할 수 있다. (a)의 경우 객체 C 가 참조하고 있는 객체가 없으므로 단순히 객체 C 를 수거하는 것은 문제를 발생하지 않는다. (b)의 경우 수거 요청된 대상이 객체 C 인 경우이다. 객체 C 는 객체 $\mathrm{D}, \mathrm{E}$ 를 참조하고 있다고 가정하면 객체 C 를 수 거함으로써 C 가 사용하던 메모리는 자유화되어 재사용될 수 있다. 그러나 만약 C 가 참조하고 있던 D 와 E 가 다른 살 아있는 객체로부터의 참조가 존재하지 않는다면 이들도 합 께 수거할 수 있으며 이 것 역시 문제를 발생하지 않는다.

(그림 3) 수거할 객체가 참조하는 객체에 대한 다른 객체로부터 의 참조 여부

제안된 기법에서는 (그림 3)(a) 경우를 위하여 free(reference)와 같은 형태의 인터페이스를 (그림 3)(b)의 경우를 위 하여 freeAll(root reference)의 인터페이스를 제공한다. 그 런데 (그림 3)(c)의 경우와 같이 수거 대상인 객체 C 가 참 조하는 객체 중 어떤 객체 $(\mathrm{E})$ 가 다른 살아있는 객체 $(\mathrm{B})$ 로 부터 참조가 되고 있는 상태에서 freeAll(C)와 같이 호출하 면 문제가 발생할 수 있다. 즉, 객체 E 는 B 로부터 참조가 되고 있는 객체이기 때문에 참조 관계로만 따지면 살아있

는 객체로 보존해야 함에도 불구하고 freeAll()을 이용하게 되면 E 는 수거되고 향후 B 가 E 에게 메시지를 보낼 수 있 는 방법이 존재하지 않게 되는 것이다. 이 문제는 3.2 에서 도 언급되었던 내용과 마찬가지로 프로그래머는 freeAll(C) 를 호출할 때 C 를 포함하여 C 가 참조하는 모든 객체들은 더 이상 프로그램에서 참조되지 않음을 확신하고 호출해야 한다. 만약 프로그래머의 실수로 잘못된 확신 때문에 B 가 E 의 객체에 메시지를 보내는 경우가 발생된다면 B 객체는 java.lang.NullPointerException 예외를 받게 된다. 따라서 프로그래머는 이를 톻하여 $\operatorname{freeAll}(\mathrm{C})$ 를 호출한 것이 잘못 된 것임을 확인할 수 있다.

## 3.2 객체 수거 알고리즘

제안된 명시적 객체 수거 알고리즘은 (그림 4)와 같다. 먼저 라인 1,2 에서는 수거하고자 하는 개체가 살아있는 쓰 레드 객체라면 예외 객체(CannotKillLiveThreadException) 를 만들어 호출한 곳으로 전달한다. 자바에서의 쓰레드는 네이티브 쓰레드에 대한 정보를 저장하고 수행을 제어하는 자바 객체이기 때문에 명시적 수거를 통해 쓰레드 객체는 수거하지 못하도록 하였다. 이와 같은 제약사항을 완화시키 기 위한 방안은 향후 연구에서 이루어질 것이다. 그리고 라 인 3,4 에서는 수거하고자 하는 객체가 이미 자유화된 객체 인 경우 그냥 호출한 곳으로 되돌아간다. 라인 5 이후에서 는 살아있는 객체에 해당하는데 그 객체가 finalize() 메소 드를 가지고 있는 객체라면 라인 6에서 finalize 객체 리스 트에 추가하고 라인 7에서 모든 어플리케이션 쓰레드의 수 행올 중단시키고 라인 8 에서 finalize 작업을 담당하는 $\mathrm{fin}^{-}$ alizer 쓰레드의 수행을 재개한다. 수행을 마치면 다시 어플 리케이션의 쓰레드 수행을 라인 9 에서 재개한다. 이후 라인 10 에서 힙 메모리에 대한 잠금을 얼고, 라인 11 에서 이미 구현되어 있는 객체 자유화에 관련된 함수를 호출하여 실 제 수거 작업을 수행한 다음, 라인 12 에서 힙에 대한 잠금 을 풀어준다.

> 1: If the object is a live thread then
> 2: create a CannotKillLiveThreadException object and Throw it
> 3:If the object is already freed then
> 4: create a NullPointerException object and Throw it
> 5 : If the object has a finalize() method then
> 6: add it to the finalize object list
> 7: stop all the application threads
> 8: start the finalizer thread
> 9: resume all the application threads
> 10: acquire a lock for the Jowa heap
> I1: call the proper free() function that is already implemented in your $N V M$
> 12: release the lock for the Java heap

(그림 4) 명시적으로 객체쥴 제거하는 알고리즘
3.3 자바 실행시간 환경에서 객체 수거의 단계별 구성

명시적인 객체 수거를 지원하기 위하여 제안하는 (그림 1)의 모델을 수거 진행과정의 단계에 따라 (그립 5)와 같이 크게 4개로 구분할 수 있다. 가장 상위 단계에는 명시적으 로 객체 수거를 호출하게 되는 자바 어플리케이션이 있고, 가상 머신이 명시적 객체 수거를 지원하면 이를 호출해주 고 지원하지 않는다면 아무 작업도 행하지 않는 사용자 래 벨의 API 단계가 두 번째 단계에 위치한다. 그리고 세 번 째로는 네이티브 메소드로 작성된 시스템 레벨 API가 위치 하게 되며, 마지막으로 실제 객체를 수거하는 가상머신 레 벨의 객체 수거 메커니즘이 있다.
그림에서 보듯이 자바 어플리케이션에 객체를 수거할 수 있 는 서비스를 제공하기 위한 메소드로 Memory.free()와 MemoryfreeAll()가 있다. 전자는 어떤 객체 하나를 수거할 때 호출할 수 있으며, 후자는 인자로 주어진 해당 객체뿐만 아 니라 그 객체가 참조하고 있는 모든 객체들도 수거 대상으 로 할 때 호출할 수 있다. 앞의 두 메소드는 순수 자바로 구현되어 있으며 상황에 따라 세 가지의 예외 객체를 어폴 리케이션으로 전달한다. 먼저, 어플리케이션에서 살아있는 쓰레드 객체를 수거하려고 시도하는 경우에는 CannotKill-Live-Thread Exception 예외 객체를 전달하게 되며, 만약 명시적인 객체 수거에 대한 API를 지원하지 않는 가상머신 에서 이를 시도한 경우에는 javalang.NoSuchMethodException 예외 객체를 전달하게 된다. javalang.NoSuchMethod Expception은 원시코드의 컴파일 시에 감지될 수 있지만 에러 없이 컴파일된 클래스의 메소드가 명시적인 객체 수 거를 지원하지 않는 가상머신에서 관련 메소드를 호출하려 는 경우에도 발생될 수 있다. 또한 이미 수거가 된 객체에 대한 접근이 있는 경우에는 javalang. NullPointerException

(그림 5) 객체의 수거에 대한 전체 흐름도

예외 객체를 전달하게 되는데, 이 예외 객체는 앞의 두 메 소드에서 직접 생성되어 전달되어지는 것이 아니라 그림과 같이 실제 객체 수거 기능을 담당하는 네이티브 메소드로 구현된 곳에서 생성되어 전달된다. 정상적인 경우 즉, 객체 수거 기능을 할 수 있는 메소드를 가지고 있는 가상머신이 라면 그에 대한 적절한 네이티브 메소드를 호출하게 된다.

## 4. 성능 평가

본 논문에서 제안된 기법은 모든 쓰레기 수집 알고리즘 에서 활용될 수 있으나 수집 알고리즘별로 이득이 다를 수 있다. 이번 절에서는 대표적인 쓰레기 수집 알고리즘[16]의 세 가지를 간단히 소개하고 제안된 기법이 적용되었을 때 의 이득을 비교한다.

제안된 연구 결과를 검증하기 위해 자체적으로 개발한 유 사 자바가상머신에서 제안한 알고리즘을 구현하고 이에 대한 성능 평가를 위혜 명시적으로 자유화하고자 하는 각 객체의 개수 및 응용프로그램으로부터 참조를 가지는 객체의 개수예 따라 실험을 하였다. 명시적으로 자유화하고자 하는 객체들 은 finalize() 메소드를 가지고 있거나 그렇지 않는 객체로 나 눌 수 있지만 본 논문에서는 finalize() 메소드를 가지고 있 지 않은 개ㄱㅔㅔ들을 대상으로 하였다. 힙의 크기는 5 MB 로 고 정하였으며, 각각의 경우에 대하여 웅용프로그램으로부터 참 조를 가지는 객체(L)의 개수를 0 개와 30,000 개에서 생성되는 전체 객체의 개수를 1 백만개부터 천만개까지 증가시켜가면서 응용 프로그램의 수행 시간을 측정하였다. 사용된 하드웨어 시스템은 Pentium-III $600 \mathrm{MHz}, 256 \mathrm{~KB}$ 캐시 메모리, 128 MB 램의 환경이고, 리눅스의 time을 이용하여 측정하였다. 평가 에 사용된 시뮬례이터는 자바가상머신의 기능을 수행하는 프 로그램이며, 마크-수거 알고리즘을 위한 버전과 복사형 알고 리즘을 위한 버전의 두 가지를 개발하였다.
쓰레기 수집기에 의해서만 쓰레기 객체들이 수거되는 경 우를 위하여 (그림 6)의 좌측과 같은 의사 코드 형식의 프 로그램을 작성하여 수행하였다. 그리고 프로그래머가 $M e^{-}$ moryfree()라는 메소드를 호출하여 명시적으로 객체를 수거 하도록 하는 경우를 위하여 그림의 우측과 같은 의사 코드 형식의 프로그램을 작성하고 이는 명시적인 수거가 지원되는 버전의 시뮬레이터에서 수행하였다. 좌측의 예제 프로그램은 프로그램에서 참조관계를 통해 접근둴 수 있는 객체들의 개 수를 L 에, 참조관계와는 관계없는 쓰레기 객체를 G 개만큼 생성한다. 따라서 만약 두 번째 for 루프에서 생성된 쓰례기 객체들의 총 크기가 남은 가용 메모리의 크기를 넘어설 때마 다 쓰레기 수집기는 동작을 하게 된다. 우측의 코드는 좌측 의 쿄드와 유사하지만 쓰레기 객체들을 생성하자마자 그 것 을 다시 명시적으로 자유화하는 부분이 추가되었다. 따라서 만약 L개만큼의 영구보존용 객체들의 총 크기와 하나의 쓰 레기 객체의 크기의 합이 힙 메모리를 넘어서지 않은 경우 쓰레기 수집기는 한 번도 수행되지 않을 수도 있다.
$\mathrm{L}=$ number_of_persistent_objects $G=$ number_of_garbage_objects for $i=1$ to $L$ create a persistent object for $\mathrm{i}=1$ to G create a garbage object
$\mathrm{L}=$ number_of_persistent_objects $\mathrm{G}=$ number_of garbage_objects for $i=1$ to $L$ create a persistent object
for $\mathrm{i}=1$ to G
create a garbage object free the object explicitly
(그림 6) 성능 측정을 워한 예제 프로그램의 의사 코드
위 두 가지에 대한 자바 응용프로그램의 전체 수행시간 결과를 쓰레기 수집 알고리즘에 따라 (그림 7)에서 (그림 10)까지 나타내었다. 여기서 L 은 매 쓰레기 수집 시마다 쓰 래기 수짐기가 살아있는 객체로 판단하게 될 객체의 개수이 며 (그림 6)의 정수형 L 에 해당한다. 또한 G 는 (그림 6)의 각각 두 번째 for 문에서 아무런 참조를 가지지 않는 즉, 생 성될 쓰레기 객체의 개수가 저장된 변수이다. 쓰례기 수집기 는 매 실행주기마다 L 개만큼의 객체들올 스캐넝하게 되고 이들은 살아있는 객체로 살아남게 되며, G 개만큼의 쓰레기 객체들은 스캐닝에 탐지되지 않고 결국 수거가 될 것이다. 그리고 각 그림에서 범례로 표시한 "GC Free"는 명시적인 객체 수거가 지원되지 않는 일반 자바가상머신에서의 실행 한 경우를 의미하며, "Explicit Free"는 명시적 객체 자유화 기법이 지원되는 곳에서의 실행한 경우를 의미한다.

## 4.1 참조계수 카운트 알고리즘

이 알고리즘은 객체의 참조가 발생될 때마다 그 객체의 참조계수 값을 하나씩 중가시켜나가는 방식으로, 참조계수 의 값이 0 으로 되면 더 이상 그 객채를 참조하는 객체가 존재하지 않기 때문에 수거하게 된다. 알고리즘이 단순하기 때문에 구현이 용이하다는 장점이 있지만 순환형의 참조를 가지는 객체들의 경우 수거가 불가능하며, 매번 참조 변경 시마다 대상 객체들의 계수 값을 증감시켜야 하는 효율성 이 떨어지는 문제 등의 단점이 있다. 따라서 순환형의 참조 를 가지는 객체들의 수거가 제대로 이루어지기 위해 복사 형이나 마크-수거와 잩은 추적형 쓰레기 수집 알고리즘을 추가로 적용하는 변형된 참조계수 카운트 알고리즘이 등장 하기도 했으나 본 논문에서는 고려하지 않는다. 순수한 참 조계수 카운트 알고리즘에는 명시적 객체 수거 기법이 적 용되더라도 시스템에 대한 쓰레기 수집기의 오버헤드는 변 함이 없다. 실제적으로 객체의 참조계수의 값이 0 으로 되면 곧바로 객체가 수거되기 때문이며, 이 것은 곧 명시적으로 객체를 수거한 경우와 동일하기 때문이다.

## 4.2 복사형 알고리즘

복사형 수집기의 경우 전채 동적 메모리를 두 개의 semispace로 나누고 어느 순간에는 단 하나의 semispace 영역 만을 활성화시킨다[17]. 이후 할당이 계속 진행되어 현재 활성화된 semipsace가 모두 소비되면 따라서 동적 메모리 이용의 효율성이 $50 \%$ 이하로 떨어질 수 있다는 단점이 있

다. 그러나 마크-수거에 비해 동적 메모리의 할당이 매우 빠르게 정해진 시간 내에 이루어지며, 메모리 단편화 현상 이 발생되지 않는다는 장점이 있다.
복사형 알고리즘에서 객체의 할당은 현재 활성화된 semispace의 free 포인터가 가리키고 있는 곳에서 이루어지게 되는데 만약 Free 포인터로부터 Top 포인터까지의 크기가 생성요청된 객체의 크기보다 작다면 flip이 일어나 fromspace로부터 tospace로 살아있는 객체들이 복사되며 이들의 역할은 반대가 된다.

복사형 수집기에 명시적 객체 수거 기법을 적용시켜 현 재 사용중인 semispace내에 곧바로 사용 가능한 자유 영역 을 생성시킬 수 있다. 그러나 Free 포인터를 단순히 증가시 키는 복사형 수집기의 할당 정책 때문에 수집기의 한 주기 가 실행되기 전에 즉, flip이 일어나기 전에 사용하던 영역 을 적절히 재활용할 수 있는 방법이 존재하지 않는다. 결국 이로 인하여 복사형 수집 방식에 명시적 객체 수거 기법이 적용되더라도 별다른 이득을 얻을 수 없을 것이라는 예상 올 할 수 있다. 그뻫지만 복사형 수집기 원래의 할당 정책 을 수정하여 명시적으로 수거된 메모리 영역들의 주소를 큐와 같은 곳에 저장해두고, 더 이상 단순히 Free 포인터를 중가시켜 객체를 생성할 수 없는 상태라면 이러한 큐를 검 색하여 가용한 자유 매모리 영역을 찾고 발견되면 재활용 할 수도 있다. 그러나 결국 이는 복사형 수집기의 할당이 빠르다는 장점을 약화시키는 요인이 되고 만다.
성능평가를 위하여 (그립 6)의 자바 어플리케이션을 수행 하였다. (그림 7)과 (그림 8)의 빗금이 들어간 막대들은 쓰 레기 수집기에 의존하여 객체가 수거되는 경우의 수행 시 간을, 검은 막대들은 명시적으로 객체를 수거해주는 경우의 수행 시간을 나타낸다. 각 그림에서의 L의 수치는 매번 flip 이 발생될 때 시스템 클래스 객체들과 수행하는 어플리케 이션 자체의 객체를 제외한 다른 살아있는 객체의 개수를 의미한다. 즉, flip이 발생될 때마다 기존의 semispace에서 다 른 semispace로 복사하는 개체의 개수를 의미한다고 볼 수 있다. 그리고 쓰레기 수집기가 수행될 수 있도록 힙의 나머 지는 쓰례기 객체들로 채우도록 하였다. 각 그립의 가로축 은 이러한 쓰레기 객체의 개수에 따른 시간 결과를 나타낸 다. 위에서 예상했던 바와 같이 명시적 객체 수거로 인한 이득이 거의 없음을 알 수 있다.

(그림 7) $\mathrm{L}=0$

(그림 8) L=30000

## 4.3 마크-수거 알고리즘

마크-수거(Mark-and-Sweep) 알고리즘은 마킹 단계와 수거 단계의 쓰레기 수집기의 전형적인 두 단계로 이루어 지는 단순한 알고리즘이다. 마킹 단계에서는 먼저 루트 집 합을 형성하고 이들 객체로부터 참조되어지는 객체들을 마 크하는데 또 다시 이들 객체로부터 참조되어지는 객체들을 찾아 마킹하는 단계를 재귀적으로 수행하게 된다. 마킹 단 계가 끝나면 마킹이 되지 않은 객체들을 수거하는 수거 단 계를 거치게 된다. 이 때 만약 finalize 메소드를 가지고 있 는 객체라면 finalizer 쓰레드가 이들을 발견하고 이들 객체 들의 finalize 메소드를 호출하고 객체는 생명을 마치게 된 다. 순수 마크-수거 알고리즘은 매모리 단편화 현상을 일으 키기 때문에 가용한 전체 메모리의 합이 현재 생성하려고 하는 객체의 크기보다 크다고 할지라도 항상 생성 요청된 객체를 할당해줄 수 있는 상태는 아니라는 단점을 가지고 있다. 또한 객체 생성 요청 시에 단편화되어 있는 자유 메 모리의 어떠한 영역을 할당해 줄 것인지를 판단하는 알고 리즘이 포함되어야 한다.
본 논문에서 소개하는 기법은 참조계수 카운트 기법이나 복사형 수집기의 경우와 달리 마크-수거 알고리즘으로 개 발된 쓰레기 수집기와 병행할 경우 가장 큰 이득올 볼 수 있다. 명시적으로 수거되는 객체가 사용하던 메모리는 자유 메모리로 환원되며, 이는 다시 객체 할당자에 의해 곧 바로 재사용이 가능하기 때문이다. 즉, 메모리 단편화 현상을 고 려하지 않는다면, 명시적으로 수거되는 객체에 대한 메모리 의 크기가 생성 요청된 객체의 크기보다 크기만 하다면 쓰 레기 수집기는 결코 수행되지 않게 되기 때문에 오버혜드 를 크게 줄일 수 있는 것이다.
성능 평가를 위하여 복사형 수집에서와 같은 상황에서 실험을 하였다. (그림 9)에서 보둣이 순수하게 쓰레기 수집 기에 의존하는 경우보다 명시적으로 객체를 수거할 수 있 도록 하는 경우가 수행 시간이 더 단축되었다. (그림 9)와 (그림 10)을 비교해보면 한 가지 사실을 추가적으로 알 수 있다. L 즉, 매 쓰레기수집 주기마다 살아있는 것으로 판단 되어야 하는 객체의 개수를 증가시킬수록 수집기에만 의존 하여 객체를 수거하는 경우에는 어플리케이션의 수행에 필 요한 시간은 L 에 비례하게 늘어난다는 것이다. 예를 들어
(그립 9)의 가로축 10 인 막대를 보면 수행시간이 약 80 초 정도이지만, (그립 10)에서의 동일한 위치의 막대를 보면 약 86정도의 수치로 약 6초 정도의 시간 차이를 보이고 있다. 추가 실험으로 L 외 개수를 늘릴수록 수행 시간의 차이가 더 커지는 것을 알 수 있었다. 반면 명시적 객체 수거를 이용하 고 있는 곳에서는 L 의 개수가 늘어나더라도 그 것에 크게 영향을 받지 않음을 알 수 있다. 이는 쓰레기 객채들을 생성 하자마자 명시적으로 곧 바로 수거하도록 하여 쓰레기 수집 기가 수행될만한 상황을 제공하지 않았기 때문이다.

(그림 10 ) $L=30000$

## 5. 토 의

## 5.1 참조의 일관성

수거하려는 객체에 대한 참조를 또 다른 참조변수가 가 지고 있는 경우, 만약 같은 메모리 위치에 같은 타입의 객 체가 생성뒬 때 이는 의도된 참조의 일관성을 깨뜨릴 수 있게 된다. 이에 대한 예제 코드는 (그림 11)에 나타나 있 으며, 이것이 실행시 각 참조 변수가 코드의 (그림 11)(a)~ (그림 11 )(d) 위치에서 자바 힙에 존재하는 객체에 대해 어 떤 관계를 가지는지는 (그림 12)에서 보여준다.
위의 자바 소스를 컴파일하고 수행시키면 9,10 라인과 13,14 라인에 의해 각각 $\mathrm{a}=1, \mathrm{~b}=1$ 과 $\mathrm{c}=2, \mathrm{~b}=2$ 라는 결과 롤 볼 수 있다. main() 메소드의 문맥 상 b 는 a 가 가리키는 객체에 때한 참조를 가지는 변수인데, a 에 의헤 참조되는 객 체를 수거하더라도 b 에는 아직 이전의 객체에 대한 주소를 가지고 있다((그림 12)(c)). 공개용 자바가상머신인 Kaffe는 같은 크기의 객체들을 같은 블록에 저장하는 방식을 취하

고 있기 때문에 12 라인에서 생성되는 객체는 7 라인에서 생 성되었다가 11 라인에서 수거된 객체의 정확히 같은 위치에 생성된다. 따라서 12 라인 이전에서 b 를 참조하여 객체에 접 근하려는 경우(그림 12)(c)에는 NullPointerException이 발 생하지만, 12 라인 이후에서는 12 라인에서 생성된 객체 즉, c 가 가리키는 객체를 가리키는 현상이 발생한다(그림 12 )(d). 이를 해결하기 위해서는 어떤 객체를 수거할 때 그 객체에 대한 참조를 저장하고 있는 참조변수를 모두 찾아 그들을 null값으로 수정해주어야 한다. 그러나 이렇게 하기 위해서 는 전체 힙을 검색하여야 하기 때문에 높은 오버헤드가 발 생된다. 따라서 이러한 방식은 현실성이 없기 때문에 다른 대안이 필요하다.

```
public class AnotherReference {
    public int memberVariable ;
    public AnotherReference(int i) {
        memberVariable = i;
    l
    public static void main(String[] args) {
        AnotherReference a = new AnotherReference(1); // (a)
        AnotherReference b = a;
        System.out.println("a = " + a);
        System.out.println("b = " + b);
        System.free(a);
        // (c)
        AnotherReference c = new AnotherReference(2); // (d)
        System.out.println("c=" + c);
        System_out.println("b ='" + b);
    }
```

16:)
(그림 11) 같은 객체에 대한 다른 참조로 인하여 일관성이 깨지 는 예제 코드

(그림 12) 객체 참조의 백업본으로 인한 객체 참조의 붚일치 예제
본 연구에서 접근한 일차적인 해결 방법으로는 주소별 버 전 정보를 퉁하여 객체 참조가 원래의 참조와 동일한지 비 교하는 것이다. 시스템의 구조에 따라 실제 자바가상머신을 구현할 때 객헤의 생성위치를 일반적으로 특정 바이트 단위 로 정렬하게 된다. 예를 들어 Kaffe에서는 8 바이트 단위로 객체의 시작 주소를 정렬한다. 따라서 객체 참조변수의 하위 3 비트는 항상 0 값을 가지게 되므로 이 곳에 주소의 버전을 저장하고, 실제 객체가 위치한 곳에도 그 위치의 버전을 저 장하여 이들 값을 비교함으로써 참조변수의 주소가 가리키 는 것이 실제 참조하던 객체인지 아닌지를 점사할 수 있게 된다(그림 13 ). 만약 P 위치에 있던 객채 A 가 명시적으로 수거되고 다시 같은 위치에 다른 객체 B 가 생성된따면 객체 A 의 혜더에 있던 주소 버전을 하나 증가시켜 객체 B 의 헤 더에 저장해둔다. 물론 객체 A 를 수거할 때는 해더에 있던 주소 버전 징보는 삭제하지 않아야 한다. 이후 어떤 객체 B

가 자신이 가지고 있던 참조변수률 퉁해 객체 A 에 접근하 는 경우, 자신의 참조 변수 값의 하위 3 비트 값과 참조 변수 가 가리키는 곳의 개체 혜더에 있는 주소 버전을 비교하여, 동일하다면 접근을 허용하교 같지 않다면 (그립 12)(d)에 해 당되기 때문에 접근을 혀용하지 않도록 한다.

(그림 12) 버전 정보와 실제 객체의 위치로 이루어진 참조 변수 (포인터)

그러나 이는 문제에 대한 정확한 해결 방법은 아니다. 왜 냐하면 주소 버전을 저장할 수 있는 공간이 극히 적기 때 문에 버전을 정확히 표현하기가 어렵기 때문이다. 어떤 객 체애 대한 참조를 가지고 있는 참조 변수가 있는데 이 것 이 가리키는 주소의 객체가 반드시 원래 가리키던 객체와 동일하다고 볼 수 없다. 따라서 참조 변수를 일반적인 32 비 트로 하지 않고 더 넓게 하여 주소 버전으로 이용할 공간 올 넓게 하는 것이 해결책이 될 수 있겠으나 이는 메모리 효율성의 또 다른 문제를 발생시킬 수 있다.
5.2 쓰레드에 의해 수행되는 메소드률 가지는 객체의 수거

명시적인 수거를 지원하는 시스템에서는 쓰레드 $\mathrm{T}_{1}$ 이 현 재 수행하고 있는 매소드를 가지는 객체 O 를 다른 쓰레드 $\mathrm{T}_{2}$ 가 수거할 경우가 발생될 수 있다. 이를 방지하기 위하여 첫 번째 방안으로는 어떤 객체가 수거 대상으로 지정된 경 우에는 모든 자바 스택올 점사하여 각 스택의 최상단에 있 는 스택 프레임의 this 포인터가 가리키는 객체와 수거하고 자 하는 객체롤 비교하여 같은 격체라면 어플리케이션의 이 객체에 대한 수거 요청올 무시하게 할 수 있다. 두 번째 방안으로는 이를 무시하지 않고 어플리케이션이 어떤 객체 에 대한 수거 요청이 있었는지를 따로 큐와 같은 곳에 저 장해두었다가 모든 쓰레드의 각 스택 프레임이 하나씩 팝 업(pop-up)될 때 큐에 저장되어 있는 모든 대상 객체와 검 사하여 꺼내어지는 프레임의 this 포인터가 가리키는 객체 가 같은 경우라면 그 객체를 명시적으로 수거할 수도 있다. 마지막 세 번쨍 방안으로는 첫 번째 방안에서의 수거 요청 에 대한 무시를 하지 않고 대신 이에 관련된 지정된 예외 처리를 하는 것이다.

위와 관련된 경우로써 쓰레드에 의해 향후 수행되어야 하는 메소드를 가지는 객체를 어플리케이션이 수거하려고 하는 경우를 생각해볼 수 있다. 쓰레드가 하나씩 스택 프레 임을 꺼내어 가면서 결국 수거된 객체가 this 포인터에 의 해 가리켜져있었던 프레임이 쳐상단에 위치했을 경우 쓰례 드는 this 포인터에 의해 가리켜진 객체를 잃어버린 상태이 므로 프로그램의 수행이 안전하지 못하게 된다. 따라서 이 러한 경우를 위해 수거 요청이 있을 때마다 모든 쓰레드의

각각 자바 스택에 존재하는 모든 스택 프레임의 this 포인 터에 의해 가리켜진 객체와 수거 요청된 객체률 비교하여 같다면 이를 무시하게 할 수 있을 것이다. 나머지 방안들은 앞 문단에서의 나머지들과 같다.

## 5.3 수거된 객체에 대한 잠금울 기다리는 쓰레드

쓰레드 $T$ 에 의해 잠금이 걸려있는 객체 $O$ 가 있다면 이 객체에 대한 잠금을 얻기 위해 다른 쓰레드들은 블록킹되 어 있을 것이다. 쓰레드 T가 돟기화되어 있는 메소드 또는 블록을 수행하고 뼈져나가면 잠금올 기다리던 쓰레드 중 어떤 하나의 쓰레드가 가상머신의 구헌 정책에 따라 선정 되어 객체 O 에 대한 잠금을 얼고 수행될 것이다. 이 때, 잠 금을 얼기 직전에 동기화와 관련되지 않은 어떤 또 다른 쓰레드가 객체 O 를 명시적으로 수거하려고 할 수도 있다. 만약 그렇게 되었다면 객체 O 에 대한 잠금올 얻기 위해 기 다리던 쓰래드들은 영원히 O 에 대한 잠금을 언지 못하고 블록킹될 수도 있다는데 문제가 있다. 이러한 경우에 대한 대책으로는 객체의 잠금을 기다리고 있는 쓰레드가 있는 경우, 그 객체의 수거 요청을 무시하도록 하여 프로그램을 안전하게 수행하거나 또는 지정된 예외 객체를 발생하게 함으로써 프로그래머가 예외를 처리하계 할 수 있다.

## 6. 결론 및 향후 연구

본 논문에서는 내장형 시스템과 같이 사전에 실행시간의 특성이 비교적 잘 알려진 분야에서 자바를 도입하는 경우 쓰례기 수집기로 인한 오버헤드를 줄이기 위한 방안으로 쓰례기 수집기 기반의 명시적 객체 수거 기법을 살펴보았 다. 자동화된 동적 메모리 관리 시스템(특히 쓰레기 수집 기)과 명시적인 동적 메모리 관리 시스템에 대한 연구는 각 기 따로따로 진행되어 왔다. 그러나 현실적으로는 쓰레기 수집기의 실행시간 오버혜드를 무시할 수 없으며, 또한 명 시적인 동적 메모리 관리에 대한 프로그래머의 오버해드 또한 무시할 수 없다. 따라서 본 연구에서는 이들 두 가지 영역을 적절히 결합함으로써 수집기의 실행시간 오버혜드 를 줄일 수 있는 방안을 제시하였다.

안전한 어플리케이션의 수행이 이루어질 수 있도록 참조 의 일관성이 없어지는 문제, 쓰레드에 의해 수행되어야 하 는 메소드를 가지고 있는 객체를 수거하는 문제, 락을 얻기 를 기다리고 있는 쓰레드의 대상 객체를 수거할 때 발생할 수 있는 문제 둥에 대한 소개와 이의 해결책 둥을 제시하 였다. 특히 첫 번째의 경우에는 위치 버전 기법을 이용하여 어느 정도 해결할 수 있으며, 두 번째의 경우에는 자바 스 택의 스택 프레임을 조사하여 이를 감지하고 이를 예외 처 리하거나 또는 무시 등을 통하여 해결할 수 있음을 보였다. 그리고 세 번째의 경우에는 해제될 수 없는 블록킹 현상을 막기 위하여 객체 수거 요청을 무시하거나 지정된 예외 객

체를 발생하게 함으로써 문제를 해결할 수 있게 된다.
향후 연구로는 쓰레기 수집 알고리즘으로 마크-수거를 이용하고 있는 Kaffe 자바가상머신에 제안하는 기법을 실 제 적용하고 성능평가를 톻하여 본 기법의 우월성을 입증 할 것이다. 또한 본 논문에서는 각 쓰레기 수집기 알고리즘 에 명시적 기법을 적용하였을 때의 성능을 정성적으로 분 석하였지만 향후 Kaffe의 쓰레기 수집 알고리즘을 다른 알 고리즘으로 수정하고 각 알고리즘별로 제안하는 기법에 대 한 정량적인 분석을 할 것이다. 또한 복사형 수집기의 경우 flip이 발생되기 전 Free 포인터의 위치가 한 방향으로 한 번만 증가하는 형식을 취하고 있기 때문에 명시적으로 수 거된 객체의 메모리 영역을 재활용할 수 없다는 단점을 극 복하기 위하여 복사형의 할당 방식을 수정하고 이에 대한 성능을 분석할 것이다.
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